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Initial Situation: Artificial intelligence (AI) is a rapidly
growing field in cybersecurity. AI-powered security
solution can help detect and respond to threats faster
and more effectively than traditional methods. AI can
also be used to exploit vulnerabilities faster and
analyze large data sets for malicious information. AI
has big impact on the future of cybersecurity from
both, the attacking and defending side.
In the course of this, this project evaluated hands-on
practice challenges in Hacking-Lab for students to
gain insights into different topics how AI can be
applied in cybersecurity.

Approach: The first part of the project was about
research and gaining knowledge how AI is used in
cybersecurity for getting a better understanding of
how well AI is already integrated or available. To
achieve this, we did some research in the beginning
and had multiple exchanges with our advisor.
The second part of the project was to evaluate and
design Hacking-Lab challenge ideas from our
research takeaways. We had to fit our challenge
ideas into a generic framework so that we were able
to compare them, even tough they differ in their
context.
The final part was to go through a selection, based on
meaningful criteria and evaluate hands-on labs for
future students at OST.

Conclusion: As a result of this project, four challenges
were evaluated on the Hacking-Lab platform. Those
four challenges differ from each other and cover
different fields of how AI is used in cybersecurity. For
the challenges, a simple Web App was developed to
interact with OpenAI API, where students can change
certain settings and even attack pre-defined targets,
based on the AI response. The lab also consists of
methods of how to evade OpenAI policies to get

critical responses, which can be used in different
scenarios.


